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ANALYTICAL DATABASE SYSTEMS

BACKGROUND

Specialized DBMSs for anal
around since the 1970s.

The OLAP DBMS landscape flou
2000s because more organizati
data sets than ever before.
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stores velational mbles row-hy-row, uses Berees for
indexing. uses o vostbased optimizer, and provides
ACID trarsachon properties.
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stuck 10 2 “ane size fits 211" wmtegy, whersh
Ibey maintoin & singke code line with all DBMS s
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of multiple code lines canses various practical problems,
ineloding:

s sah.x;.\uph el conlusad
abont which prestics o try %0 <oll 0 1 euetomar; and
* a marketing probiem, because mulliple code Lines
need ta be positioned commectly in the mrketplace.

avoid thess problens, a1l the ixjor DBMS verdues
h.nr lulhmnl the put all wood behind vae
arrawheai™ In this paper we argue that tis strategy has
d alrezdy, and will 5il ally off intn the

e,
The rest af the paper is structured a5 follows, In
gl code line
has failed already by citing sime of the key
rhammemnrx of the data warchouse mnrket, In Secrion
3. we discuss stocam processing applications and indicate
a paticulsr wample whew o speciled  stewn
processing eagrine autpesforms an RDBMS hy ro orens
of magnimde. Seetion & Ih(‘l‘ s to the reasons for the
peclormance and indicates that  DBMS
leelmology 5wl hlm.h W ke able wowdap o be
ceapaitive @ Uis oerket. Hence, we expact sinesn
i i e in the marketplace
we disauss a collection of ather maskets where
vae size is oot lisely W G all. s otber spec
dambuse  systems  may
fragmenstion of the nnM‘ m rk=1 may he fairy
extensive. In Sectien 6, we of soma carments nbaut
the factoring of svstem sofaware into products Firally,
we close the paper with some concluding remarks in
Szctian 7.

2. Data warehousing

In th early 1991, 5 nzw trend sppeared: Faterrices
wanted to et together datn from mulriple aperational
darabases into o data warchouse for business intelligenee




ANALYTICAL DATABASE SYSTEMS
ADVANCEMENTS

O

Columnar Data Storage mp 5 Years
— C-Store (VLDB 2005)

Vectorized Query Execution mp 10 Years
— MonetDB/X100 (CIDR 2005)

Query Codegen / JIT Compilation mp 8 Years
— HIQUE (ICDE 2010)



w4 oRMS1¢ H3fa...



SEDUCTIVE MACHINE LEARNING
LEARNED COMPONENTS

A learned component u
previous observations |
future behavior instea

devised strategy.

Example of Software 2.

LY Andre] Karpathy
W Nov 11,2077 - 9 min read

Software 2.0

1sometimes see people refer to neural networks as just “another tool in your
machine learning toolbox”, ‘They have some pros and cons, they work here or
there, and sometimes You can use them to win Kaggle competitions.
Unfortunately, this interpretation completely misses the forest for the trees,
Neural networks are not just another classifier, they represent the beginning of a
fundamental shift in how we develop software, They are Software 2.0,

The “classical stack” of Software 1.0 is what we're all familiar wich — jt is
wrilten in languages such as Python, C+ +, ete. It consists of explicit
instructions to the compuler written by a programmer. By writing each line of
code, the programmer identifies a specific point in program space with some
desirable behavior.

(ald word == p)

;: (l)), u

return f

> dfa] 21 : @)b; ength) |
b. leagthi;

if ([1 »=-b.le

b +=""; crg il

In contrast, Software 2.0 is written in much more abstract, human unfriendly
language, such as the weights of a neural network. No human is involved in
writing this code because there are a lot of weights (typical networks might have
millions), and coding directly in weights is kind of hard (I tried).
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SEDUCTIVE MACHINE LEARNING
LEARNED COMPONENTS

A

Execution Query Planning Data Storage
— Indexes — Cardinality Estimation  — Compression

— Filters — Cost Models — Sampling

— Sorting Algorithms  — Join Ordering Search — Caching

— Hashing Algorithms — SQL Rewriting
— Scheduling — Predicate Inference



SEDUCTIVE MACHINE LEARNING
LEARNED INDEXES

Traditional Index

GET(val»567)
Assumptlgns:

SELECT COUNT(%) .
FROM X WHERE val > 567;
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SEDUCTIVE MACHINE LEARNING

OPTIMIZER COST MODEL

Query Optimizer

Nested Loop Join

LECT =
M JOTA Vv
ON X.id = Y.id;
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Abstract
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1. Introduction
Mot modern query optimines for relational database
management systens (DBAS) determins the best query
exceution plan (QEP) for execulng 29 SQL query by
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processed by cach operator it the QEP. Estimating he
Fmber of rws — or cardinality ~ afler one o more
+ have been applied has been the subject of much
=79, Gel93, SS9

ical
research for over 20 years
ARMS9, Lynss).  Typially his csumate telics 00
qatistics of database charcieastic begiming with the
numbez af rows for esch table. emaltiphied by a filter o
‘o selectiviy - for each predicate, derived from the
umber of distinet valoes and other statistics on colupms.
The sclectivity of 2 predicate P cffectively represénts the
peobability that any oW in the dstabase will satisfy P
While query optimizers do 2 remarkably good job of
cstimating. both the cost 3 J the candinality of most
assumptions undedic this matheaatical
Nadel, Exarples of these assumptions includ
Cuprency of information: The aatistics
1o reflect e cument s of the datshnse
datsbase chraciersics are relatively stable.
Uniformiry: ARthough biswgrams deal with skew in
values for “local” selection prodicates (1o o sngle tble)
we are unmwnre of ANy 0 Zilable product that evploite
\heen for joins.
Independence of predicates: Selectivities for each
nted individunlly and mudtiplied
olunns may bE
Vhale m

e:
are assumed
i that the

prodicate are caleol
g, even though the undedlying ¢
relicd, ¢.g. by a funcionsl depentenc
Jimensional hatograms address this prob
prodicates, agin they have never been applisd to join
predicates, H8EC: ation, eic. Applications comenon oday
heve bundreds of columns in cach bl and housands of
tables, making it impossible to know on which subsei(s)
ames 0 maintiin Ji-imensional histograms

m for lecal

TEM ARC

S pocd

parfurmed whtle the poe

Research Uata M m ack ¥, si 21, June 20-25, 2
rch Uata Management T aper
AGMOL "21, June 2
0-25,

1. Virtual Event. China

Bao: Maki
ing Learned Query Optimization Practical

Ryan Marcus

MIT Z Intel Labs Parimarjan Negi

ryanmarcus@acsailmit.edu oy Hongzi Mao

. 3 AT
Nesime Tatbul o b i

mit ed
MIT & Intel Labs Mohammed Alizadch >
ilmit e ’ MIT
ABSTRACT | mitedu

Revent elorts apply (
ppiriag ek () Long training time. Mot i

Biques requi 4 achine leasni

S an uspeactical amount of training dat e b
itive impact o 3

powered i'dldln:d".“ N '| nqaeey perfommanoe, For .:mm:);: l:lf?
5 estimators based o ML~

quire gathering un sup.

toest SEpenstve opoxatian fn peactio ayingdus, s
stimate curdinalitie tice {this 5 why we wish

mizatson have shown mening, techniques

: own ew peactical i

B i et gains daeto

fracr ::h\l.’...;L.|(, to ardapt -.,.h,.—.,..-“.:-u: :‘mm“uu'
Sifbndarron sk oo 1ad perfor

B Fculties, we introduce b

ety a;ulumx‘nll':‘ :1’:-:; of the wisdom built ::,I:‘f«u‘:"m

i i 106 bt St W T s

Sy ricenl neural netwocks with
Srgsnd ell-studied resfoccement leaaung al b

sl s avomaticaly s s i o

kuwmual*::n'iv :’:La-b. daticand sclse u.Emn,‘m' ek

Frntrate it B ca gichly e Sy b

i i i i o, g i

! vads containing loey AT ency,

;t’-;x::m. oot ntm Ay

formance cocaured with agumlkz(ulsy‘z:(r’r;“h “

CS CONCEPTS

aformation systeimss — Query optimizatio
™

in the first plac
: rt phee) Reiforcement leming

ra

sl optimirers, wh
hich fuben ancauntis .
;;:"l‘:::‘ell' imeg)canabe a tae ol o e 4.].. he
i2) Tnability to adjost 10 d i cho
bl lata and work!
i o i o
i Ca:‘:‘l‘“\(ll‘lrn' waorkbad, dats or ".‘"L.‘lftm'\ :c
. y estanatoes bas ol b
rone. Curlnl sed o supervised Jeas
retmined when dta harges, o risk riogital
T N
f an e ache e o i
coenplece rebrainun ot e cte 051,
: bt il v and respuie
97Tl atastropbes Rocerit murk e e 031,551

ork s st tat learming tech-

YWORDS
eiques can oigpe
: s can oispestorn ol opiniace
v — e perform caasreplically e 100 el bt
- ; egeession @ query
¥ per-

—_— wce) is the tail (27, 51,5
sk . 51, 58, &0). This ts especial {
gt e spare \\Tlllunm:e):‘wm;:h'soll):;s‘l“l): lvml“bm
ir duntinance in the sve uch s,
mises L . average case [76), such fail
o S i e ducmu eplible in many real .&b",' pﬁ' i
) Bl iex cisicns. Whis traditions! .os:-hfx«a:
it Sy camplc understanding query optimizati e
ke b dosp aenig apprasches see wed. More
< wed. Mare

i ftefere nee Format

Barces, Parinutjan
wacjan Ne, Horigai Maa, Nevime Tatlral, Mabassanad

b and Tim Krad:
. 2 2071 oo Ml
ral. In Preceedings af the 2 king Learned Query Ot

o o forer:
Virmac! Sunr, Chine. AL
15 ARG M1

NTRODUCTION
oplimization is an zaport:
s Despite decades of ,!:d,

Pl curreed Jearned optisniz-
dowil . ase subministratars 1 infly
muxlnk'e"::‘i:‘h e;:::u component’s query nm;;.'.-. e
g e . - Ta the beat of cur kavwlalg
nlfxylm..nes are stll research. xdaln:::(ﬂfly‘ ‘T’n s
P . offesing

era da ot provide s wwy for

_'I“:Iaelli for datatuse munagement
 ptinizaic - cudliy esinaton ed o odeing

jpeoven difflul to crack [43

A < ek [45). Several woek

it . Several woeks luve appl integrigion with » mal DRA

- iques s applied n neal DRACS, Neow:

9, 72,73, 75 “.,th"l"l""—'ul‘k-xﬂx,u.,r_,,, balied  tanlard SQL a0t to “m.,",,vk one even sugporta al

| of tsese new solutions demonstzate innlegeating 7 qpecific fe
onstrate g any Leamad aptimizer i features. Hence. fully

int

ble res 1
esults, we argue that noe of the teck =
i nimersl of open-soures

as th 7 database sys 2
s taey auffer from sevesal fundamental proble system is oot a trival undest:
tal o bt

To ta (. &
h.“md’::‘::l,‘i‘"":‘:“rwms" Bao (Baadit op: ) he fi
ptimizer whichs over e )5 the fiest
B30 is fully int mes the dareseti
be v;mf:ﬁ“f?j 120 PostgreSQL as an exle‘:: e
T Ml A et the nend to recoeagile Postgres and can
ministratoe (DBA) just needs to down :‘L““‘C' The
2% ioad cus o)

s Al 51
Vitasl Enre. Ghvna. o

o cptimzer on oe off for specic u,;;‘m"w Sl

5 431 o

AU IO
Ty ¥

el sy deve e

Source: Ryan Marcus



https://rmarcus.info/blog/2021/06/17/bao-distributed.html

SEDUCTIVE MACHINE LEARNING
WHY THIS IS HARD

Failsafe Mechanisms

— What do you do when models are horribly wrong?
Explainability

— How to tell humans why DBMS made certain choices?

Human Feedback / Overrides
— Can a human provide hints? What if they're wrong?

Transferability

— Can we reuse kRnowledge gained from one database
and apply it to another?



Can we instead use
?

Yes, but...



ML EXTERNAL TOOLS
WHAT IS POSSIBLE NOW

&

There are already ML-powered tools to optimize

database instances.

— Leverage existing APIs to extract telemetry and apply
changes to DBMS.

Classic Database Administration

— Physical Database Design (Indexes, Partitioning)
— Knob Configuration
— SQL Tuning




ML EXTERNAL TOOLS
AUTOMATIC CONFIGURATION TUNING

Agent
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Source: Bohan Zhang
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What Does the Next
Look Like?



ANALYTICAL DATABASE SYSTEMS
NEXT 20 YEARS

O

Challenge #1:

— Remove the need for humans to perform any
administrative task that does not require a human
value judgement on externalities.

Existing automation methods are reactive.
Humans are also proactive.




ANALYTICAL DATABASE SYSTEMS
NEXT 20 YEARS

O

Challenge #2:

— Discover new optimizations
currently unknown to humai

This requires a DBMS to h:
and instrumentation hook

SCIENTIFIC
AMERICAN.

Al Generates Hypotheses Human
Scientists Have Not Thought Of

Machine-learning algorithms can guide humans toward new experiments and theories

Electric vehicles have the potential Lo substantially reduce carbon emissions, bul car

companies are running out of materials to make batteries. One crucial component,

nickel, is projected to cause supply shortages as early as the end of this year. Scientists

recently discovered four new materials that could potentially help—and what may be




ANALYTICAL DATABASE SYSTEMS
CONCLUSION

Current ML methods are trying to create better

versions of existing DBMS components.

— Still require human experts to understand how leverage
ML properly in the system.

The next challenge is how to use ML to find
things beyond human thoughts.
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